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ABSTRACT 

Many people suffer from social anxiety in public spaces. It 

is well established that stress has a negative impact on daily 

life. This report aims to relate the presence of social anxiety 

to the amount of background noise and the presence and 

severity of an anxious leg bounce. Subjects were asked to 

wear an accelerometer while a microphone records 

environmental noise. By recording the background noise 

using the microphone and detecting leg movement, a dataset 

was created where four different classes are identified. Using 

a learning algorithm, the state of anxiety was classified. 

Several different algorithms were tried and an LSVC was 

determined to be optimal. The resulting in-sample accuracy 

was high enough to predict the presence of anxiety to a high 

precision. However, the out of sample accuracy was too low. 

These results suggest that to accurately predict the presence 

of anxiety, the model should be adapted to each individual 

user.  

 

INTRODUCTION 
On average around 12.5 percent of Americans experience a 

phobia at some point in their life and in 2009, 7 percent or 15 

million American adults were affected by social anxiety 

disorder every year [1, 9, 12]. These are high numbers even 

before Covid-19, which made the numbers increase [11]. 

Such a social anxiety disorder negatively impacts daily life, 

such as avoiding crowded places or interaction with new 

people [7, 8] thus have a negative impact on the quality of 

life [10]. It can also cause bodily symptoms such as the 

‘anxious leg bounce’ [2] . This leg bouncing is very often 

related to anxiety among other things [4].  

A solution is to identify when a person is anxious by 

measuring the ‘anxious leg bounce’ and then engage the 

person in breath exercises as a way of anxiety management 

[3]. Breathing exercises can help control the breathing and 

decrease the intensity of the anxious feelings [6, 13, 14]. A 

machine learning algorithms could offer this solution by 

learning to classify and recognize this bodily symptom. For 

this challenge of the course Intelligent Interactive Products, 

provided by the Eindhoven University of Technology, an 

intelligent interactive product is made.   

A short video of the product and concept can be viewed 

through the following link: https://youtu.be/mVH029GIou0   

 

TAKE A BREATH PRODUCT 

Intelligence 

This interactive product needs to identify the context of the 

situation (how crowded it is) and assess, based on the 

intensity of the leg bounce, if the person is very anxious, 

mildly anxious or not anxious. The way of leg bouncing and 

how the background noise sounds differ per person and 

situation. Therefore, it is not programmable and requires 

machine learning. Take a Breath recognized not only leg 

bouncing intensity but also background crowd noise and 

fuses the sensor streams to predict one of the classes. Here a 

multi classification is used with a frequency domain. 

Here we defined a learning problem Y=g(x). Where y is the 

predicted outcome [no anxiety, mildly anxious, highly 

anxious] (see table 1) and g( ) is the classifier. As the 

algorithm uses frequency domain, X consists of the 

maximum frequency intensity values of the axes of the 

accelerometer (x, y, z) calculated with a FFT (Fast-Fourier 

Transform) over a stated timeframe. In addition, X also 

consists of lots of microphone data where x=P*i, where 1 < 

i < 64. I means the number of bins, which is in this case 

limited to 64.  

Leg Sound  Output  Prediction  Legend 

   Mildly anxious A  Not present 

    No anxiety  B Mild 

 
  Mildly anxious  C Intensive 

   
 

Highly anxious  D  

Tangibility and interactivity 

Take a breath measures the anxiety through an accelerometer 

placed on the leg next to the knee (see figure 1). In addition, 

a microphone is placed to measure the context (the situation). 

The microphone is made in the form of a simple, 

Table 1: Classification Prediction Table 

https://youtu.be/mVH029GIou0


minimalistic box with LEDs (see figure 2). The data will go 

through the learning algorithm using edited Arduino and 

Processing code, facilitated by the course [5]. If the user is 

not anxious the lights will not do anything. If it measures that 

the user is a little anxious. The lights will mimic a simple 

minimal breathing exercise through dimming on and off. If 

the learning algorithm notices that the user is very anxious 

(lots of noise and lots of bouncing with the leg) it will 

increase light and try to get the users attention to do the 

breathing exercise (see figures 3).  Then the user can breathe 

along with the box and control their breathing (see figure 4).  

  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

REALIZATION  

Hardware  

The hardware of the product consists of 4 main components. 

A microcontroller, an accelerometer, a microphone and RGB 

LEDs. The accelerometer/gyroscope can detect motions and 

its position. In the case of this product, the MPU6050 was 

used to detect the intensity of vibrations of the leg. The 

microphone was used to detect sounds and the RGB LEDs 

were used to create light in a breathing pattern. In figure 5 a 

diagram of the circuit is shown.  

The components were put onto a breadboard (see figure 6), 

which in turn has a casing around it to protect the wires and 

main components. The Teensy 4.0 microcontroller was 

connected to the laptop to create a serial communication with 

Arduino and Processing. The accelerometers Vin, GND, 

SCL and SDA were connected to the 3.3V, GND, SCL and 

SDA pin on the Teensy respectively. The microphones VCC, 

GND and OUT pin were connected to the 3.3V, GND and 

pin 14 respectively. The two RGB LEDs were connected to 

pins 4, 5 and 6 and the GND.   

Figure 5: Electrical Circuit 

Figure 2: Take a Breath Box  

Figure 2: Accelerometer on the right knee 

Figure 2: Led breathing exercise 

Figure 4: Interaction Flow Chart 
Figure 6: Electronical wiring 



The communication protocol of the hardware with the laptop 

is as follows: The data of the accelerometer and microphone 

is being captured and is sent (via the serial port) to Arduino 

and then to Processing. The Learning Algorithm, which will 

be explained later, goes to work and makes a certain 

prediction. The prediction is sent back via Processing to 

Arduino and via the serial port the LEDs will act 

accordingly.   

Data acquisition & Feature extraction  

Both the microphone and the accelerometer were sampled at 

a rate of 500Hz. The output volume of the microphone 

module is calibrated using the gain adjustment on the back 

of the microphone to prevent clipping. The analog-to-digital 

conversion of the microphone signal is done at the Teensy 

using its built in ADC. The resulting discrete signal has a bit 

depth of 10. The accelerometer values are communicated 

digitally as a 16-bit integers, resulting in a value between -

32,768 and +32,768 for each of the three axes. All the data is 

then remapped to a range between 0 and 500 before it is 

communicated serially with the processing program. There, 

each second, the received microphone data is separated into 

64 bins. Both the audio and accelerometer data are then 

converted to frequency domain using a fast Fourier 

transform. The resulting data contains information on the 

pitch and volume of the surrounding audio and both the 

speed and amplitude of the leg bounce. This data can be more 

easily interpreted by the model since the important attributes 

are more readily visible.  

Learning Algorithm  

For choosing the best Learning Algorithm, training data was 

used to optimize and test three models. A kernel support 

vector classifier with RBF, a linear support vector classifier 

and a K-nearest neighbor classifier. Table 2 shows for each 

model the best accuracy and corresponding parameters. 

These parameters were calculated by filling them in for every 

different model. Choosing the parameter values was based 

on the lowest possible C-score obtained during a C-search 

operation, in combination with the highest accuracy for 

LSCV and KSCV. For KNN, the 'K’ was chosen based on 

the highest accuracy.  

Using a paired T-test showed that between the datasets it 

cannot be concluded that a significant difference exists. It 

was therefore decided to use the linear support vector 

classifier with C=32 and k=5 as it is less prone to overfitting 

if it is compared to a KNN. It is also computationally less 

expensive than a Kernel SVC.   

  In sample 

accuracy 

train  

In sample 

accuracy 

test  

out of sample 

accuracy  

LSVC (C=32)  89.25  86.5  54.5  

KNN(K=3)  90.75  85.25  56  

Kernel SVC 

(C=8, y = 1)  

90  86.75  54.5  

Table 2: Accuracy of different models 

Figure 7: Results Evaluation Take a Breath with C=32.0 and k=5 



EVALUATION  

For evaluating the classifier it was decided to use two 

methods. With the first one being that two team members 

made train and test data and did an in sample cross 

validation. This means that the evaluation of the test data is 

done with the combined training data of the same two 

persons. The second method was to use training data of two 

team members and making a test set from the third team 

member. This was the out of sample method. It can be noted 

that the in-sample test data, with same members that trained 

the model, had a much better accuracy as can also be seen in 

table 2. The out of sample accuracy with using the test data 

of another team member was not very high. The program was 

tested using a 5-fold cross validation with a C of 32. This 

gave an overall accuracy of 86.5% as can be seen in figure 7. 

This also shows the confusion Matrix together with other 

evaluation metrics. Here it is clear that the classifications of 

C and A are not very accurate. This might be explained by 

the fact that both A and C are mild vibrations and can 

therefore easily be misclassified. The other evaluation 

metrics like the TP rate is above the 0.25 (0.865) so it is much 

better than random. Furthermore, our FP rate is 0.045. 

Although this is a quite high value, this is because it confuses 

A and C as already described earlier. As A and C have the 

same output as shown in table 1, it should not pose a problem 

for the interaction of the product. In addition, when looking 

at the ROC-area, its weighted average is 0.935, which is 

close to 1. This indicates that this is a good classifier.   

However, the system would not obtain the skill that well 

when the product would be given to a user who would 

immediately start using it, as can be seen in table 2.  

 

CURRENT LIMITATIONS  

One major limitation of the study and the product is that the 

user has to train the data before using it to get the highest 

accuracy, if the product is to be used without any pretrained 

data. This could be overcome by adding a lot more training 

data samples from multiple people, which the team did not 

have. Furthermore, the long wires of the accelerometer are 

connected to the teensy so the user would not be able to stand 

up or do other wild movements with the leg. This way the 

user can only sit straight up or a bit slumped and would only 

be able to put the leg in front of them like in a normal chair. 

Another limitation is that the product will only act on leg 

movement. For social anxiety, there are a lot more 

symptoms, while the product only focuses on one. Also, the 

only interaction with the user is through light in the little box. 

For a more pleasant, familiar or robust experience, the 

interaction can be made more extensive and/or rich.  

 

 

 

FUTURE WORK  

In the future, the user would be able to wear a device that can 

detect the level of social anxiousness. The first step for this 

is that the user should be able to move free in the 

environment. The product can be enhanced with a Bluetooth 

or Wi-Fi module so there are no wires attached to the body. 

This allows for more movements and other ways of 

recognizing social anxiety. In combination with other 

sensors that measure other symptoms of social anxiety, the 

product could be a great addition to the already existing 

forms of dealing with the problem.  

Moreover, the product would be more robust when it is 

trained by more people. This means that it needs more 

training data, which is more data points, but also a wider 

variety in people. 

Another thing for in the future is that the data should be made 

more robust. This can be done by applying some form of 

normalization to the data to make it more accurate for other 

users. This way, users won’t have to train data themselves, 

but just use a ready-made product.   

 

CONCLUSION  

The purpose of Take a Breath is to detect social anxiety in 

people who are working in a crowded context by recognizing 

the surrounding sound and leg bouncing. Using a LSCV 

turned out to be most optimal for classifying the different 

states of states of anxiety. It performed similarly to a KNN 

or Kernel SVC while retaining a relatively low likeliness for 

overfitting and low computational cost. Using this Learning 

algorithm, we were able to achieve a high in sample accuracy 

at 86.5%, but the out of sample accuracy was only 54.5% 

which is too low for practical application. This means that 

when a new user presents themselves to the product, the 

product needs to be retrained to ensure usable levels of 

accuracy. 
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